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Abstract-- As PV systems are an intermittent resource; their
behaviour will need to be appropriately characterised beforethey
can bereliably integrated into the electrical grid on a large scale.
Relevant issues at the network level include voltage regulation
and more variable power flows through network equipment. At
the system level, high penetrations may have significant supply-
demand and reserve implications. A particular challenge is that
PV can be implemented in a highly distributed manner with
potentially large numbers of small residential systems. This
paper attempts to characterise the behaviour of a distributed
system of small scale PV installations using high frequency (10
second) monitoring data from a number of existing PV
installations in the Hunter region of Australia. Results highlight
the significant variability of PV generation under some weather
conditions, the benefits of distributed PV implementation in
reducing aggregate short-term variability and the particular
characteristics of this variability including its dependence on
cloud cover and the time of day. Results are presented in a form
which is hoped to allow easy incorporation into distributed
generation models and which assists designers of smart grid
systems.

Index Terms-- distributed power generation, solar power
gener ation, photovoltaic systems, power system reiability

|. INTRODUCTION

power quality) issues are likely to be seen first the
distributed level with frequency problems arisiregel, and
only at higher penetrations, at the system leveéla/fystem
level, to offset this variable generation, in [2]i$ claimed
flexible dispatchable generation is required. Otygproaches
will be required at the distribution level. An exale of this is
given in [8] where battery storage and PV invertarming at
a reduced power factor are being utilised to midgthe
impacts of fluctuations in PV output power. Accaglito [1],
once PV behaviour is understood its impact on &g and
load following operations can be quantified and ispatch
strategy developed. As Australia installed more IEszale
distributed PV systems than Germany in 2010 [T@pdcts at
the distributed level should certainly be the edolyus for the
main electricity grid. An important question here fthe

aggregated behaviour of clusters of PV systems imith

particular regions of the network. It can be expddhat these
systems will ‘see’ somewhat different solar insiolat and
hence generation performance at particular times tduthe
highly variable nature of cloud formation and moesm

A key issue in analysis of PV behaviour at the esystand
distribution level is the timeframe of interest.s&m level
analysis performed in [5] uses sampling rates ofidute, 5
minute and 1 hour, for [9] hourly samples are ustmlvever,

NCREASING levels of installed PV are being seenain higher level voltage and power quality managemsntell as

growing number of countries and regions includingdpe,

frequency regulation and contingency responseganerally

North America and Japan. The same increase on ateat Managed with SCADA systems operating at time irtisrof

already significant penetrations (570 MW at 201@hws83

MW installed last year [6]) are also expected ofthalia, see
“Fig. 1".According to [7] penetration levels arem@stimated
at around 1GW making it the third highest capamgtyewable
electricity source in Australia (after hydro andndj and
placing Australia as one of the top five solar odi in terms
of installed capacity. With increased levels oftafied PV
will come increased levels of power system penemat
Penetration is defined in [5] as the ratio of theed capacity
of the installed PV and the peak load of the systBiote,

however, that this is system level penetration, atlder
measures of penetration can be more relevant indhtext of
potential PV impacts within the electricity networkn

particular, large individual PV systems or clustefssmaller
systems can be significant at the feeder and didrsteevel.

Discussed in [3] is what is likely to limit the lelvof possible
PV penetrations; these being voltage and frequasues due
to the inherent variability of PV generation. Vagéa (and

This work was supported in part by Australian Sdlastitute (ASI)
research funding on solar forecasting and mandugtyPV penetrations

seconds. As high penetration distributed PV is etqik to

have impacts at this control level we will needlgsia of PV

behaviour at a similar resolution. In [4] the higheampling

rate is 1 minute and the need for higher resolutiata for grid

stability analysis is mentioned. Note also thas thata set is a
calculation of PV output based on solar
measurement. This paper presents the results afiagsis on
the variability of 18 PV systems located in the Hurvalley,
the PV systems are all small scale (< 10 kW) arspetised
over an area approximately 24 km x 30 km. A keyeatpf
the analysis performed in this paper is not onlg thigh
sampling rate of 10 sec but also that it utilisetual PV
output data and so more accurately represents Pevimur
from a grid perspective. The analysis is based

approximately 3 months’ worth of high frequency €ex) PV
output data from August to November in 2010.

The paper aims to present its results on the dpasdt
variability of individual and clustered PV systeosing some
standard data presentation formats, but also a euwtbnew
presentation approaches that better highlight theragional

radiation
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implications of clustered PV systems on the distitn This data had to be manipulated to group days digh a
network. The intent is also to permit easy incogpon into timestamps before it was ready for analysis — that data
models for distributed generation and smart gride results manipulation process was correct was always velrifi€ig.
are split into categories considered requisite fitl 3" confirms the correctness of a timestamp alignnpencess
understanding of the system. Results present thiabilty of for a group of sites with the dips in PV outputreteted. The
the system overall, under aggregation, hour to haod particular value of the data provided by CSIRChit the high
according to degree of cloud cover resolution sampling rate enabled the analysisdk pp on the
impact of cloud transients. Data manipulation andlgsis is
Section | describes the method of analysis, thaltesf the executed using Matlab.
analysis are presented in Section Il and Sectibdigcusses
the results. Discussion of the work is presente8ention IV
and conclusions established in Section V.

A. Description of Data Manipulation Techniques

Described below is a description of the data mdatmn
techniques applied to the dataset

1) Splitinto Individual Days
The dataset for each site was provided as onermtants set
across the 3 months and needed to be split intivithal
days. Start of day was identified as solar outpotsng a 10
sample moving average > 0.35 and end of day as 1000
samples of zero output. 99 individual days wag¢seilt.
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2) Change in Output (Variability)
Change in output was determined by shifting a ntised PV
output dataset and then taking the absolute differdoetween
W a0 wnm m o owa e s the shifted and non-shifted dataset. As each sainfl@ sec, 1
Sndy it St 201 shift equates to a 10 sec time shift comparisaghifis 1 min,
Fig. 1. Some forecast scenarios for future PV depént in Australia under a 30 shifts 5 min etc. The shift dIStance.IS appendBt;b th-e
number of possible market scenarios (Morris anchstzim, 2011). Courtesy: TONt and end of the data set so the first and dastion is

Australian PV Market Forecast 2010-2015, Prepasebligel Morris (Solar ~ being compared to zero.
Business Service) and Warwick Johnston (SunWiz @ting), Dec 2010

3) Grouped into Matching Days
Il. METHODOLOGY Timestamps for each individual day were compared an
Data for all the sites came as a comma delimitedwith 2 matched so days could be grouped. All sites had dath no
columns, timestamp and PV output. The output ctiroéthe data with some days being discarded from the aisatise to
inverter is measured through a current transfor(@ar) and lack of samples. “Table 1" shows the number of daysach
sampled through an A/D converter every second; Alg Site
converter is connected to a Linux box via a seliigt. 10

second averages are logged to the Linux box and stared Site 1| 2| 3| 4| 5| 6| 7] 8] 9
on a server located at the Commonwealth Science and Days | 12 | 81 | 77 | 86 | 18 | 73 | 74 | 8 | 90
Industrial Research Organisation (CSIRO) Energyt@eim Site | 10 |11 | 12 | 13 | 14 | 15 | 16 | 17 | 18
Newcastle via the internet. As “Fig. 2” reveals, site logged Days | 76 | 84 | 36 | 83 | 88 | 34 | 45 | 18 | 8
data continuously over the 3 months with the vaftsteps Table 1. Number of days where PV output recordeeéeh site

indicate a gap in the sampling. The dashed lin®ois a plot
would look if there was continuous sampling frora trarliest
sample recorded to the latest

4) Timestamp Aligned
For each group, the site with the earliest timewibich solar
output occurs is discovered; all other sites thamehzeros
padded to their output data down to this time. Fhee is
repeated for the latest showing of solar output. ‘Séy. 3” for
an example day after timestamps have been aligoedhé

group.

1.288
5) Hourly Split

Using a dataset which has besgiit into individual daysnd

timestamp alignedhis dataset is split further into hourly

sections, from 5am to 8pm, giving 15 datasets. Xjfaén

further, assuming 10 sites, each with 10 days’ woftdata;

after anhourly splitthe 5-6am dataset would consist of 100

0 2 s 5 8 w0 12 (10 sites x 10 days) arrays, each containing anshawrth of
Sample (10 sec) x10° data

Fig. 2. Plot showing the continuity of sampling &ach site. A vertical jump

indicates a time gap in the sampling
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Fig. 3. PV output for 8 sites with timestamps adign
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6) Sunny, Partly Cloudy and Majority Cloud iSp+
Method 1
Each day was also categorised as sunny, partlydglar
majority cloud using the fraction of cloud coveasgification
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has beersplit into individual daysThe ¢ange in outpufor
this data is then calculated.

2) Aggregated Variability
Using a dataset which has begouped into matching days
andtimestamp alignedhis dataset has its PV output for all
matched days summed. Theange in outpufor this summed
data is then calculated, giving 99 days

3) Variability Hour to Hour
After thehourly split the dange in outpufor each of these
15 datasets is performed.

4) Variability According to Cloud Cover
After asunny, partly cloudy and majority cloud spliing

used by the Bureau of Meteorology (BOM). The BOMnhethod 1 and method 2 a change in output is pegdrom the

classifies cloud cover as the fraction of the skyered by

3 datasets (sunny, partly cloudy and majority cjoédchange

cloud in units of eighths 8. The measure ranges from 0 foin outputafter anhourly splitof the 3 datasets is also
clear sky up to 8 for full cloud cover. The closegberformed for both methods.

measurement point for cloud cover is Newcastle Ersiity

where a measurement is taken at 9am and 3pm ewsry

How each day was categorised as either sunny, ityapboud
or partly cloudy using the BOM eighths method isalews
e Sunny. Mean of 9am and 3pm measure < 1

é:. Presentation of Results

The manner in which data describing the behavidupP\6 is
presented needs to be in a form useful to those mvight
utilise it for modelling of variable distributed igeration and

e Partly cloudy. Mean of 9am and 3pm measure >its impact on voltage and power quality. From [1®ig. 4”

and <7

shows the frequency of ramp rates for a single y¥esn as a

e Majority cloud. Mean of 9am and 3pm measure > 6 percentage of the total capacity of the PV array eould be

7) Sunny, Partly Cloudy and Majority Cloud iSpt
Method 2

considered a type of probability distribution fuoat (PDF).
The majority of the analysis results are preseirtes manner
similar to this. The 15 min sample is the meanhaf 1 min

Each day for every site was categorised as sunagtlyp sample.

cloudy or majority cloud. “Table2” below definesvia@ach
day was split. This split was done as it was exgzbthat the
operational characteristics of the PV system wodifier

substantially according to the degree of cloud covéhe

conditions were determined through a process da fiting.

The following was assumed:

e Sunny day would have above average output and

below average variability

e Day with Majority Cloud would have below average

output and below average variability

Mean output for day > Mean output Variance for day < (Mean variance
for site for site - 1 STD of variance)
Majority Cloud
Mean output for day < (Mean output Variance for day < Mean variance
for site - 1 STD of site output) for site
Partly Cloudy
Outside both sunny and majority cloud conditions
Table 2. Sunny, Majority Cloud, and Partly Cloughjits method 1

B. Categorisation of Variability Analysis

Variability analysis of the datasets can be catsgdrinto 4
sections: Overall Variability of the System, Aggated
Variability, Variability Hour to Hour, and Varialiy
According to Cloud Cover

1) Overall Variability of the System
This analysis takes all data irrespective of dagite after it

0.03

Frequency in Daylight Hours
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Bin - % Change per Minute

50%  40%  -30% 30%  40%  50%

Fig. 4. Type of probability distribution functiarsed as template. Frequency
of different ramp rates for a PV system as a perokthe total capacity of the
PV array [4]

lll. RESULTS

A. Overall Variability of the PV System

60 T T T

T
— 10 sec
1 min H
5 min
— 10 min ||
— 30 min

1 hour

50

=
S

w
=)

n
=}

Probability (%)

=)

) A —

0 0.1 02 03 04 05 06 07 08 0.9 1
Qutput Change/Max Output
Fig. 5. System PDF for average change in outputlifsites considered
separately. Change in output calculated for tinfilerdinces of 10 sec, 1 min,
5 min, 10 min, 30 min and 1 hour




“Fig. 5” shows a plot depicting the average valigbfor the
system (average for all sites) for 6 time frames.the PDF
was performed on normalised data, the x-axis capndilly
be viewed as a percentage change (%), this isabe for all

4

Focusing on the 1 min chart, the plot also showsalkdity
increasing towards the middle of the day with acawe shape
present for output changes < 2.5% and a convexesfap
output changes > 2.5%.

plots of this type in this paper. Each of the Wias a width of

0.05 (5%) apart for the “0” bin which covers chasge output - ‘ ' ‘ ‘ ‘ ‘ ' —E
from 0 — 2.5%, “Table 3" gives the ranges for edah The ~ ~ el
variability is smallest at the 10 sec time framethwthe _ =i
majority of change in output being less than 0.1@¥. With <., ot |
an increase in time frame the plot is “flattenedithwan 3§ . 5 ,
increase in the probability of larger changes itpati £x =;;g§£ 8
m — i
Bin | Range of Change in Output , L.. o e e |
O 0-2.5% 0 0.05 01 015 OUtpﬂui Chanﬂg,ZeE/Max 8ijtpln 035 04 045 05
Fig. 7. System PDF for change in output brokenmdbwhour. Change in
0.05 2.5-7.5% output calculated for a time difference of 1 min
0.1 7.5-12.5% Looking closer at the 10 min chart we see smaliati@n in
0.15 12.5-17.5% output at the extremes of the day; this could halaémed by
0.2 17.5-22 5% there being very little output during these timiesr the hours
of 8-9am and 3-4pm we see variability is greatentfor the
0.25 22.5-27.5% middle of the day (indicated by the 2.5 — 7.5% bihjs could
0.3 27.5-32.5% be explained by the ramp up in output as the ssasyimore

Table 3. Range of change in output for each bin pronounced on the 10 min chart than for the 1 rhiartc

B. Aggregated Variability 100
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Fig. 6. System PDF for change in output after egation. Change in output
calculated for time differences of 10 sec, 1 mimiB, 10 min, 30 min and 1
hour

005 01

It is worthwhile comparing “Fig. 8" and “Fig. 5".Fig. 5"
) . o shows a probability of approximately 12% for a 5P&ugge in
Fig. 6" shows a plot depicting the variability féhe system qyiput over a 10 min interval. Looking at the 5% for “Fig.
after aggregation for 6 time frames. As expecte@ - for g |arge part of the day, the probabilitysgieing a 5%

variability is noticeably less than that of “Fig.",5the change in output is actually quite higher, almd%3etween
“squashing” (as opposed to “flattening”) of the s towards gsm and 9am.

the left is an indication of a greater probabildaf smaller

changes in output. Aggregation having a smoothifeceon D. Variability According to Cloud Cover

the overall output variability of multiple PV syste is well The next figure, “Fig. 97, is an observation on tiéferent
appreciated and discussed in a number of existipgns, [11] behaviour to be expected for different levels afucl cover.
and [12] for example. However, there has been lienjed The top chart uses method 1 to split the days aetthad 2 is
work at high sampling rates as shown here. Corisigl?V  used for the bottom chart. Both charts show suraysdo be
variability in aggregate is important; from the dgi far less variable with a greater percentage chafcamaller
perspective, at feeder level and up, PV output Wi changes in output. Interestingly, majority cloudd apartly
experienced in aggregate. cloudy days exhibit similar variability.

C. Variability Hour to Hour One _mlght expect partly cloudy days, with solarqm:non
— L , o showing regular drops and subsequent recoveries tdue
Fig. 7" and “Fig. 8" depict the variability of theystem when p55sing clouds in an otherwise sunny sky, to besraariable
broken down by hour._ Again, the variability is l€ss when in comparison to a generally overcast day with mcgé
the output change is calculated across a small@® tichanges in insolation. These charts only show aeptage
difference, this is shown by there being a greptebability of change relative to the maximum daily output and that

a change in output of less than 2.5% for the 1 ofiart; pagnitude. It may be that the changes in magnifodehe
averaging around 70% and around 50% for the 10atnant. partly cloudy days are noticeably larger.



Method 1 splits the days according to the mearwof ¢loud
measurements by the BOM (9am and 3pm) made at
location (Newcastle University). The average distathe PV
sites are away from Newcastle University is 15 luith seven
sites over 20 km away. This distance may mean tbedc
cover measured at the university is different e ¢loud cover
at the PV site. Also, two cloud cover measuremamt8am
and 3pm may not be representative of the averayel dover
for the day. Considering this, the results fromtmet2, which
was developed through a process of data fitting,atso been
included. Looking at “Fig 9” below, the main diftarce
between the two methods seems to be the categonigta

sunny day.
Majority Cloud
Partly Cloudy ||
Sunny

Probability (%)
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Fig. 9. System PDF for change in output for absiafter being split into
majority cloud, partly cloudy and sunny days. Mettais the top graph and
method 2 the bottom. Change in output calculateéhferval of 1 min

Comparing “Fig. 9” and the 1 minute plot of “Fig. i6 would
still be said that despite the reduced variabditysunny days,
it is still greater than that of the aggregatedpaut“Fig. 10”
to “Fig. 15" shows 5 min variability by the hourrfMajority
Cloud, Partly Cloudy and Majority Cloudy days footh
methods 1 (BOM) and 2 (data fitting). Again compagrihe
two methods, when broken up by the hour, the redaitboth
methods are very similar. Days with majority closltbw the
most variability around midday for bins 5%, 10% atisPo
compared to partly cloudy days.
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Fig. 10. Method 1 - majority cloud hourly split. &fge in output calculated
for a time difference of 5 min
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Fig. 12. Method 1 - partly cloudy hourly split. &ige in output calculated
for a time difference of 5 min
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Fig. 13. Method 2 - partly cloudy hourly split. &ige in output calculated
for a time difference of 5 min
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Fig. 14. Method 1 - majority sun hourly split. Gige in output calculated for
a time difference of 5 min
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Days with Majority Sun show the greatest percentafe
output changes in the 5% bin for the hours of 7-%amd 3-
6pm, this would be due to the rapid ramp in ougmithe sun
rises to and falls from its peak without the inflce of cloud
cover. Around midday, days with Majority Sun showryw
little variability, with the majority of output clmges being less
than 2.5%. Comparing “Fig. 14” with “Fig. 5", if @lid type
weren't taken into consideration, one might expaci5%
probability for a 10% change in output over a 5 nmiterval.
Looking at “Fig. 14", if the day were sunny thisegiction
would be out by a margin of around 10% (greatehéf chart
of method 2 is referred to) for the entire day.

IV. DISCUSSION

Understanding the operational characteristics atrituted
solar is necessary to assist in the developmergffettive
network management strategies to mitigate expeictpects
that come with increased levels of PV penetratias. this
study is small in scale its findings on variabiktpuld only be
applicable at the distribution level for voltagedgsower flow

management. When designing smart grids utilising, PV

information of this type or similar could assist ie
development of optimisation algorithms and for $fieng and

6

thoughts on useful presentation formats for solar
behaviour would be informative

The development of a standard for determining what
constitutes a day with majority cloud, part cloud o
majority sun

3.

V. CONCLUSIONS

From the analysis we can conclude that it was sacgsto
break the analysis up into categories to get a racorirate
picture of the behaviour of the PV system. Theofelhg was
revealed

1. PV generation is highly variable across all time
frames.

2. Aggregated PV generation displays significantlysles
overall variability than the individual systems

3. Drilling down to an hour by hour analysis highlight
how variation differs throughout the day — this has
potentially significant network implications.

4. Breaking down the analysis into cloud type -Majporit

Cloud, Partly Cloudy and Majority Sun - highlights
how expected variability will depend significantiy

the particular weather patterns experienced onya da
to day basis. Forecasts of future weather might,

operational management of network control elements, therefore, also be able to guide electricity indust
controllable loads, storage and conventional backup participants in the potential future behaviour and
generation. variability of distributed PV. Results show how PV

How this information is presented is also importartie use
of charts displaying the probability of a perceetafpange in
output provides insights into the possible varigbibf PV at

different time intervals, when aggregated acrosdtiphe

systems within a region, under different weathenditions

and at different times of the day. It is intendéchttthese
findings can be incorporated into smart grid modeld assist
in the design of voltage and power flow control feeders
featuring high levels of PV.

For analysing the possible impacts on voltage ofda
penetration PV at the distribution level, high deson data is
required to pick up the large change in output tueloud
transients. Before large penetrations of PV arenjssible on
a feeder, it may be that analysis on local higholtg®n
irradiance measurements occurs first to ensurdthean be
handled. It would be interesting to compare theabiur of
PV in different locations, weather patterns ceRaimary
according to geographical
behaviour of PV.

Thoughts on future studies
1.

operational characteristics when presented

operational characteristics vary day to day acoaydi
to cloud type

This change in the degree of variability accordingcloud
type and hour to hour has potentially significamplications

for network operators where increased levels of &¢
expected. The design of voltage and power flow maneent
will likely not be able to take a broad view of eqgbed
variability of PV but, instead, a more context sfiec
approach depending on the particular local network
characteristics, load behaviour, weather patternsd a
variability and location of distributed PV.

These implications extend to designers of smartdsgri
featuring PV as well. If a broad approach to vdliigbis
taken then ‘smart grid’ models won't be accuratsuling in
the possibility of insufficient storage and/or bapk
generation, a design failure for a smart grid desigto be
self-sufficient

location and so shoul@ th

VI.
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